


Superalignment?

“Our goal is to build a roughly human-level automated alignment researcher. ” 

“We are dedicating 20% of the compute we’ve secured to date over the next 
four years to solving the problem of superintelligence alignment.”

                   – OpenAI 
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What is human alignment?

● The degree to which the model’s behavior 
and outputs align with human values, 
intentions, and expectations.

● The process of addressing and removing 
these undesired behaviors is called 
alignment.

● Hallucinated facts
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NLP benchmarks

NLP tasks collection
e.g. dialogue, reasoning, and coding

Annotator crafted templates 
integrating input data into sequential 

text
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Challenges?
NLP benchmarks are often focused on specific skills, resulting in 

narrow instructions.

What about dynamic human conversation?

Human-in-the-loop can help!



Hand-crafted Instructions

Dolly-v2 (Conover et al., 2023)

- 15k crowd-sourcing instruction dataset in eight 
categories.
- Explicit instruction not to use external web info or AI 
system outputs.

OpenAssistant (Kopf et al., 2023)

- 10,000+ dialogues and 13,000+ annotators.
- Involves initial prompts, assistant/user responses, and 
ranking dialogue quality for human preferences.
- Suitable for human preference alignment training for 
LLMs.
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Instructions From LLMs



Self-Instruction

1. Seed instructions is a 
predefined set of 
human-annotated instructions

2. Utilises ChatGPT’s in-context 
learning to generate instructions.

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Al- isa Liu, 
Noah A. Smith, Daniel Khashabi, and Hannaneh Hajishirzi. 
2022. Self-instruct: Aligning language model with self 
generated instructions. CoRR, abs/2212.10560.



Self-Instruction

Low-quality or similar 
generations will be discarded. 

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Al- isa Liu, 
Noah A. Smith, Daniel Khashabi, and Hannaneh Hajishirzi. 
2022. Self-instruct: Aligning language model with self 
generated instructions. CoRR, abs/2212.10560.



Self-Instruction

The full instructions are then 
added to the pool.

Research efforts have been 
devoted to 

● Improving instruction 
input quality, and 

● Improving instruction 
output quality.

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Al- isa Liu, 
Noah A. Smith, Daniel Khashabi, and Hannaneh Hajishirzi. 
2022. Self-instruct: Aligning language model with self 
generated instructions. CoRR, abs/2212.10560.



Instruction Input Quality: Diversity Issues

Enhancing Diversity 
and Factual Accuracy

- Addition of external information 
into input prompts for diversity 
and factual improvement.
- e,g, Wikipedia Category 
Keywords, Quora, StackOverflow

Meta-Information 
for Diversity
- Yu et al. (2023) adds 
meta-information (length, topics, 
style) to data generation prompts.
- Effective in reducing bias in 
synthetic data and enhancing 
data diversity.

Example: ChatGPT generates only 25 unique joke patterns despite 
thousands of samples.

Minghao Wu, Abdul Waheed, Chiyu Zhang, Muham- mad Abdul-Mageed, and Alham Fikri Aji. 2023. Lamini-lm: A 
diverse herd of distilled models from large-scale instructions. CoRR, abs/2304.14402.



Instruction Input Quality: Diversity Issues

Enhancing Diversity 
and Factual Accuracy

- Addition of external information 
into input prompts for diversity 
and factual improvement.
- e,g, Wikipedia Category 
Keywords, Quora, StackOverflow

Meta-Information 
for Diversity
- Yu et al. (2023) adds 
meta-information (length, topics, 
style) to data generation prompts.
- Effective in reducing bias in 
synthetic data and enhancing 
data diversity.

Example: ChatGPT generates only 25 unique joke patterns despite 
thousands of samples.

Yue Yu, Yuchen Zhuang, Jieyu Zhang, Yu Meng, Alexander Ratner, Ranjay Krishna, Jiaming Shen, and Chao Zhang. 
2023. Large language model as attributed training data generator: A tale of diversity and bias. arXiv preprint 
arXiv:2306.15895.



Instruction Output Quality: High-Quality Responses

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian ichter, Fei Xia, Ed H. Chi, Quoc V Le, and Denny 
Zhou. 2022b. Chain of thought prompting elicits reasoning in large language models. In Advances in Neural 
Information Processing Systems.

Reasoning-Provoking 
Conditions

Hand-crafted Guiding 
Principles

Role-playing 
Conditions

Difficulty-monitoring 
Conditions

Chain of Thought (CoT) by Wei et al. (2022): 
- Introduces preconditions in prompts
- Generates intermediate reasoning 
processes to assist LLM problem-solving.



Instruction Output Quality: High-Quality Responses

Zhiqing Sun, Yikang Shen, Qinhong Zhou, Hongxin Zhang, Zhenfang Chen, David D. Cox, Yiming Yang, and Chuang 
Gan. 2023. Principle-driven self-alignment of language models from scratch with minimal human supervision.

Reasoning-Provoking 
Conditions

Hand-crafted Guiding 
Principles

Role-playing 
Conditions

Difficulty-monitoring 
Conditions

Self-alignment by Sun et al. (2023): 
- Introduces 16 manual principles in prompts.
- Uses CoT technology to coaches LLMs to 
implement rules for generating ethical, 
reliable responses.



Instruction Output Quality: High-Quality Responses

Zhiqing Sun, Yikang Shen, Qinhong Zhou, Hongxin Zhang, Zhenfang Chen, David D. Cox, Yiming Yang, and Chuang 
Gan. 2023. Principle-driven self-alignment of language models from scratch with minimal human supervision.

Reasoning-Provoking 
Conditions

Hand-crafted Guiding 
Principles

Role-playing Conditions

Difficulty-monitoring 
Conditions

Self-alignment by Sun et al. (2023): 
- Introduces 16 manual principles in prompts.
- The fine-tuning of the LLM with the generated 
high-quality responses, so it can produce 
responses directly without needing to reference 
the principle set.
- A refinement stage to address issues with brief 
or indirect responses.



Instruction Output Quality: High-Quality Responses

Zhihong Chen, Feng Jiang, Junying Chen, Tiannan Wang, Fei Yu, Guiming Chen, Hongbo Zhang, Juhao Liang, Chen 
Zhang, Zhiyi Zhang, Jianquan Li, Xi- ang Wan, Benyou Wang, and Haizhou Li. 2023. Phoenix: Democratizing chatgpt 
across languages. CoRR, abs/2304.10453.

Reasoning-Provoking 
Conditions

Hand-crafted Guiding 
Principles

Role-playing 
Conditions

Difficulty-monitoring 
Conditions

Phoenix by Chen et al. (2023): 
- Generates role profiles using ChatGPT.
- Applies self-instruction for nuanced LLM 
responses based on role profiles and 
instructions.



Instruction Output Quality: High-Quality Responses

Yuxin Jiang, Chunkit Chan, Mingyang Chen, and Wei Wang. 2023. Lion: Adversarial distillation of closed-source 
large language model.

Reasoning-Provoking 
Conditions

Hand-crafted Guiding 
Principles

Hand-crafted Guiding 
Principles

Difficulty-monitoring 
Conditions

Lion by Jiang et al. (2023): 
- Foundational LLMs fine-tuned to obtain “student 
LLMs”.
- Student LLMs compare their responses to 
teacher LLMs (e.g., ChatGPT), instructions 
retained if student LLM responses fall short.
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Self-Instruction Multi-Turn 
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Synthetic Multi-turn Instructions
Transition from single-turn instructions to dialogue-based settings for 

more human-aligned LLMs.

Self-Chatting 
Framework

 - Uses questions from QA 
websites as starting topics.
 - GPT-3.5 prompted to engage 
in a four-turn dialogue with 
itself about the question.

Canwen Xu, Daya Guo, Nan Duan, and Julian J. McAuley. 2023c. Baize: An open-source chat model with 
parameter-efficient tuning on self-chat data. CoRR, abs/2304.01196. 

CAMEL Framework

 - Human annotators provide a 
topic.
 - LLMs prompted as both "AI 
Users" and "AI Assistants" to 
discuss the topic.

UltraLLaMA Model
- Utilizes real-world information 
for diverse multi-turn dialogue 
generation.
- Includes real-world knowledge 
from LLMs and Wikipedia.
- Produces initial questions and 
instructions guiding LLMs to 
generate diverse and high-quality 
dialogues.
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Ning Ding, Yulin Chen, Bokai Xu, Yujia Qin, Zhi Zheng, Shengding Hu, Zhiyuan Liu, Maosong Sun, and Bowen Zhou. 
2023. Enhancing chat language models by scaling high-quality instructional conversations. arXiv preprint 
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Users" and "AI Assistants" to 
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UltraLLaMA Model
- Utilizes real-world information 
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generation.
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Managing diverse instruction data becomes crucial for aligning LLMs 
effectively.

Instruction 
Implications

Instruction Quantity

Wang et al. (2023d): 
Different instruction 
sources impact LLM 
capabilities. CoT and 

Coding instructions crucial 
for reasoning 
enhancement.

Ji et al. (2023): More training 
instructions benefit standard 

NLP tasks but have little 
impact on complex reasoning 

tasks (Math, Code, 
Brainstorming).

Topics should be included?



Managing diverse instruction data becomes crucial for aligning LLMs 
effectively.

Instruction 
Implications

Instruction Quantity

Key question: How much instruction data is optimal for LLM alignment?

AlShikh et al. (2023): IFS 
early-stopping criterion 

introduced. LLaMA requires 
around 8K instructions for high 
IFS. (IFS measures proportion 
of "answer-like" outputs given 

instructions.)

Zhou et al. (2023): 
6K high-quality 

instructions sufficient 
for alignment with 

human preferences.

Chen et al. (2023b): Directly 
assess instruction quality with 
ChatGPT scores. LLM trained 

on top 9K instructions 
outperforms using the complete 
set of 52K Alpaca instructions.

Waseem AlShikh, Manhal Daaboul, Kirk Goddard, Brock Imel, Kiran Kamble, Parikshith Kulkarni, and Melisa Russak. 
2023. Becoming self-instruct: intro- ducing early stopping criteria for minimal instruct tuning. arXiv preprint 
arXiv:2307.03692.
Chunting Zhou, Pengfei Liu, Puxin Xu, Srini Iyer, Jiao Sun, Yuning Mao, Xuezhe Ma, Avia Efrat, Ping Yu, Lili Yu, et al. 
2023. Lima: Less is more for alignment. arXiv preprint arXiv:2305.11206.
Lichang Chen, Shiyang Li, Jun Yan, Hai Wang, Kalpa Gunaratna, Vikas Yadav, Zheng Tang, Vijay Srini- vasan, Tianyi 
Zhou, Heng Huang, et al. 2023b. Al- pagasus: Training a better alpaca with fewer data. arXiv preprint 
arXiv:2307.08701.



Training Methodologies

Data Collection Training 
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Review of the prevailing training methods employed for LLM 
alignment

Supervised Fine-Tuning



Supervised Fine-Tuning (SFT)

Given instruction input x, 
calculates cross-entropy 
loss using ground-truth 
response y.

SFT objective or model parameters integrated into human preference training 
objectives. 

Regularizes and stabilizes LLMs' training process.
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Review of the prevailing training methods employed for LLM 
alignment

Online human 
preference training

Offline human 
preference training

Parameter-effective 
fine-tuning solutions



Reinforcement Learning from Human Feedback 
(RLHF)

1.  Collect high-quality 
instruction set, perform SFT on 
pre-trained LLMs.
    

2. Gather manually ranked 
comparison response pairs, train 
reward model IR to assess 
response quality.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll 
Wainwright, Pamela Mishkin, Chong Zhang, Sandhini 
Agarwal, Katarina Slama, Alex Gray, John Schulman, Jacob 
Hilton, Fraser Kelton, Luke Miller, Maddie Simens, Amanda 
Askell, Peter Welinder, Paul Christiano, Jan Leike, and Ryan 
Lowe. 2022. Training language models to follow 
instructions with human feedback. In Advances in Neural 
Information Processing Systems.

3. Optimise SFT model (policy) 
using proximal policy optimisation 
（PPO） with IR-calculated rewards.

e.g. different demographic groups

SFT teaches LLMs about best 
responses but lacks fine-grained 
comparisons to suboptimal ones.
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Offline human preference training

Ranking-based 
Approach

Language-based 
Approach

Preference Ranking Optimization (PRO) by Song 
et al. (2023): 

- Distinguishes yi against all members from the 
sub-ranking y1,··· ,n

- Each candidate is concatenated with the prompt 
first, processed by the LLM to estimate 
corresponding rewards

Ning Ding, Yulin Chen, Bokai Xu, Yujia Qin, Zhi Zheng, Shengding Hu, Zhiyuan Liu, Maosong Sun, and Bowen Zhou. 
2023. Enhancing chat language models by scaling high-quality instructional conversations. arXiv preprint 
arXiv:2305.14233.



Offline human preference training

Ranking-based 
Approach

Language-based 
Approach

Calibrating Sequence Likelihood by 
Zhao et al. (2023):
- calibrate using ranking functions: 
rank loss, margin loss, list rank loss, 
and expected rank loss.
- Explores SFT training and 
KL-divergence for regularization.

Yao Zhao, Mikhail Khalman, Rishabh Joshi, Shashi Narayan, Mohammad Saleh, and Peter J Liu. 2023. Calibrating 
sequence likelihood improves conditional language generation. In The Eleventh International Conference on 
Learning Representations.
Zheng Yuan, Hongyi Yuan, Chuanqi Tan, Wei Wang, Songfang Huang, and Fei Huang. 2023. Rrhf: Rank responses to 
align language models with human feedback without tears.

RRHF by Yuan et al. (2023):
- Based on list rank loss, 
removes margin terms.



Offline human preference training

Ranking-based 
Approach

Language-based 
Approach

Chain of Hindsight (CoH) by Liu et al. (2023) : 
- Injecting Human Preference via SFT
- Concatenates input instructions, LLM outputs, 
and feedback as input.

Hao Liu, Carmelo Sferrazza, and Pieter Abbeel. 2023. Languages are rewards: Hindsight finetuning using human 
feedback. arXiv preprint arXiv:2302.02676.
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Parameter-Effective Fine-Tuning strategies freeze major LLM parameters and train a 
limited set of additional parameters.

Supplementary 
Parameters

 - Prefix tuning and prompt 
tuning prepend trainable 
tokens to input/hidden layers.
- LLM parameters remain 
frozen during fine-tuning.

Xiang Lisa Li and Percy Liang. 2021. Prefix-tuning: Optimising continuous prompts for generation. In Proceedings of 
the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint 
Conference on Natural Language Processing (Volume 1: Long Papers), pages 4582– 4597, Online. Association for 
Computational Linguistics.
Brian Lester, Rami Al-Rfou, and Noah Constant. 2021. The power of scale for parameter-efficient prompt tuning. In 
Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 3045–3059, 
Online and Punta Cana, Dominican Republic. Association for Computational Linguistics.

Shadow Parameters
- LoRA (Low-Rank Adaptation) 
adds pairs of rank-decomposition 
weight matrices (called update 
matrices) to existing weights, and 
only trains those newly added 
weights.
- Accelerates the training of large 
models while consuming less 
memory.

Trade-offs for 
Parameter-Efficient 
Training
- Under-fitting issues possible with 
effective training approaches such 
as LoRA.
- LoRA works better with larger 
LLMs than larger training 
instruction datasets, achieving 
better performance at lower costs.
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Behaviour Expectation Bounds (BEB)

● Fundamental limitations of alignment in 
LLMs by Wolf et al. (2023).

● A probabilistic framework for analysing 
alignment in LLMs.

● BEB quantifies the language model's 
tendency to generate desired outputs

● Behavior scoring functions: B → [−1, 1]



Expected behaviour scoring of distribution ℙ w.r.t. 
behaviour vertical B:

 

Expected behaviour scoring



Expected behaviour scoring

Observe that for any decomposition of a distribution ℙ into 
two components:

 



A natural extension of the above two components mixture, 
is a decomposition into more than two components: 

 

Expected behaviour scoring



Hence, the weighted sum of the components of expected 
behaviour scoring is: 

 

Expected behaviour scoring

Indeed, for any such decomposition, each component may be more well-behaved than the full model or more 
ill-behaved w.r.t. a given behaviour B. We therefore refer to different components ℙϕ as different “personas". , as each 
component represents a different mixture of behaviorus. 



Behaviour Expectation Bounds (BEB)

● Recall: A probabilistic framework for 
analysing alignment in LLMs.

○ Behaviour misalignment using prompts.

○ Distinguishability and similarity between 

two distributions.

○ Distinguishibility between ill- and 

well-behaved components.
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Limitations of alignments

● Alignment impossibility: 
○ An LLM alignment process which reduces 

undesired behaviours is not safe against 
adversarial prompts.

Aligning prompts

RLHF

ChatGPT jailbreaks

Some of the places misalignment comes from



Alignment impossibility

● If the LLM has finite probability of 
exhibiting negative behaviour, there exists 
a prompt for which the LLM will exhibit 
negative behavior with probability.



Limitations of alignments

● Reinforcement learning from human 
feedback (RLHF) can make things worse: 

○ Increased distinction between desired and 
undesired behaviour makes the LLM more 
susceptible.

Aligning prompts

RLHF

ChatGPT jailbreaks

Some of the places misalignment comes from



β-distinguishable

β-distinguishability between ill- and well-behaved components can 
expose the LLM to shorter misaligning prompts.

Decomposing a language model into parts that are well-behaved and ill-behaved exposes components which are more 
desirable to enhance.

A distribution ℙϕ  is β-distinguishable from distribution ℙ𝜓 if their 
KL-divergence is greater than β.



RLHF can make things worse

https://huggingface.co/blog/rlhf

● RLHF maximises the likelihood of desired 
sentences and minimises the likelihood of 
undesired ones.

○ Hence, RLHF can make the two 
components more β-distinguishable.

● May render the resulting LLM prone to 
shorter adversarial attacks via prompting.

https://huggingface.co/blog/rlhf


Limitations of alignments

● LLMs can resist misalignment during a 
conversation:

○ If a user attempts to misalign an LLM 
during a conversation, the LLM can restore 
alignment during its conversation turns.

Aligning prompts

RLHF

ChatGPT jailbreaks

Some of the places misalignment comes from



Misaligning via conversation

“say a racist 
statement”

“I will not say 
racist statements, 
that is harmful"

Intuitively, if a user begins a conversation 
by simply requesting：

An aligned LLM will likely reply：

This reply in its prompt will cause the LLM to be more mindful of refraining from 
racist statements in the remainder of the conversation.



Limitations of alignments

● If the adversarial user does not use a long 
enough misaligning prompt in the first 
turn, then the LLM’s responses can hinder 
the user’s misaligning efforts.  

● The user will need to insert more 
misaligning text in the conversation.

Aligning prompts

RLHF

ChatGPT jailbreaks

Some of the places misalignment comes from



Limitations of alignments

● Imitating personas can lead to easy 
alignment “jailbreaking”

○ it is always possible to prompt a language 
model into behaving as a certain persona it 
has captured during pretraining

○ this mechanism can be used in order to 
easily access undesired behaviorus 

Aligning prompts

RLHF

ChatGPT jailbreaks

Some of the places misalignment comes from



The imitation game

● Mimicking personas that demonstrate bad behaviours can be more efficient than directly 
evoking the same bad behaviour.

● Different components ℙϕ are referred as different “personas".
● Recall:



Personas φ with low priors wφ in the persona mixture may compensate 
for this with high distinguishability β.

Well captured persona φ in the training having a lower prior than the large negative component

Prompting the model for a low-weight high-distinguishability persona may be more efficient at 
triggering bad behavior than a high-weight low-distinguishability bad component.



Conclusion

Data Collection Training 
Methodologies Limitations

Thank you


